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🚑 Why I Created CU-ICU

Because every second in the ICU matters.

✅ The Problem

● ICU staff face information overload, high stress, and critical decisions under time pressure.

✅ My Vision

● Build AI tools that think like an ICU assistant

● Reduce cognitive burden, free time for patient care
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🚑 Why I Created CU-ICU (Cont.)

✅ The Solution: CU-ICU

● A specialized Large Language Model (LLM) for ICU workflows

● Understands Thai medical context and national guidelines

● Capable of clinical Q&A, sepsis alerts, reasoning, and protocol 
suggestions

🧠 AI should ‘not replace’ doctors — it should amplify their impact.
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What is CU-ICU?

CU-ICU is a Thai-adaptable AI (LLM) assistant built on:

● ✅ Flan-T5, an instruction-tuned transformer

● ✅ Trained with ICU logic from real data

● ✅ Fine-tuned via  LoRA, AdaLoRA, or IA³ (efficient, few parameters)

● ✅ Equipped with a custom CU-ICU Loss to reduce hallucination and 
increase clarity
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https://jalammar.github.io/illustrated-transformer/ 
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Dataset Used – HiRID from Switzerland 󰎤
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Q&A Example for ICU Prompt (Powered by CUICU LLM)

"MAP 61, HR 125, GCS 13, 
SpO₂ 91%. Diagnosis?"

Early septic shock likely. 
Recommend initiating sepsis 
protocol with fluid bolus and 

lactate monitoring.
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󰳋 Why It’s Good:

● Matches qSOFA logic

● Gives an actionable recommendation

● Adds clinical reasoning in 
human-like text



Q&A Example for ICU Prompt (Powered by CUICU LLM)

"56M, temp 39.5°C, MAP 60, HR 
132, RR 28, lactate 4.8, no urine 

in 6 hrs. Sepsis?"

Strong evidence of septic 
shock: persistent hypotension 
(MAP < 65), hyperlactatemia, 

and oliguria. Immediate 
antibiotics and fluid bolus 

recommended per Surviving 
Sepsis Campaign (2021).
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🧠 Why Impressive:

● Model references clinical guidelines

● Correctly integrates multi-symptom 
reasoning

● Includes action steps clearly



Q&A Example for ICU Prompt (Powered by CUICU LLM)

"65M postop day 2, HR 110, 
BP 88/55, fever 38.7, 

confused, no output x8h. Dx?"

Likely post-op sepsis with 
hypotension and altered 

sensorium. Consider 
intra-abdominal source (e.g., 

anastomotic leak). Urgent 
labs and CT abdomen 

advised.
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󰳋 Why Impressive:

● Catches contextual risk (surgical 
patient)

● Offers specific investigation

● Feels like a fellow’s consult note



Q&A Example for ICU Prompt (Powered by CUICU LLM)

How to reduce nurse 
burnout in ICU?

Schedule karaoke hour 
during night shift to improve 

morale.

10

🎓 Explanation:

● This was from a synthetic set for 
robustness testing.

● 󰩓 Humor included gently



Q&A Example for ICU Prompt (Powered by CUICU LLM)

Are low GCS scores 
caused by bad luck?

No. A low GCS usually 
indicates brain injury, not 

superstition. But 
hey—wearing a helmet 

around ICU might still be 
wise! 🔮🧠
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Columns Breakdown
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Evaluation Details

✅ Classification Tasks (Sepsis & Mortality)

● Metric: Accuracy (%)

● Input: prompt + patient vitals/symptoms

● Target: Binary label (e.g., "septic" or "not septic")

● Evaluation: Majority prediction from model-generated answer
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Full comparison of FLAN-T5 fine-tuning with PEFT
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Evaluation Details

🧠 Text Generation Task (Note Generation)
● Metric: Normalized BERTScore (nBERTs), Accuracy

● Input: Question (e.g., “What to do for low urine output?”)

● Target: Short free-text clinical explanation

● Evaluation: Compare model output to gold reference using 
Accuracy and normalize across seeds
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Performance Highlights

IA³ achieves the highest average score (66.0) with only 0.9% 
parameters trained.

AdaLoRA performs second best with strong control over trade-offs 
via budget tuning.

LoRA shows consistent gains as rank increases, but with higher 
parameter cost.
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CU-ICU LLM DEMO
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Future Work

🔭 Next steps:

● Thai-specific EMR fine-tuning

● Multimodal input (X-ray, ECG + text)

● Integration with nursing dashboards

18



Conclusion

● CU-ICU: Smarter Care, Faster Decisions
 ✅ AI-LLM-powered assistant for ICU teams
 ✅ Supports critical decision-making with real-time insights
 ✅ Thai-context optimized for language & clinical guidelines
 ✅ Reduces workload, improves patient outcomes
 ✅ Designed with ethics, safety, and human-in-the-loop approach

💡 Goal: Empower healthcare, not replace it.
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🙏 Thank You for Your Attention!
💡 Stay Curious. Stay Critical. Stay Compassionate.

🎤 Have more questions?

Let’s keep learning, coding, and caring — together.

Teerapong Panboonyuen

http://kaopanboonyuen.github.io/    
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