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An overview of the whole backbone pipeline in (left) the main backbone with varying by ResNet50, 
ResNet 101, and ResNet 152; (right) the major drivers of my main classification network (composed 
of a global convolutional network (GCN) and a boundary refinement (BR) block.
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● Components of the channel attention block. 
● The red lines represent the downsample operators, respectively. 
● The red line cannot change the size of feature maps. 
● It is only a path for information passing.
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● The domain-specific transfer learning 
strategy reuses pre-trained weights of 
models between two datasets—very high 
(ISPRS) and medium (Landsat-8; LS-8) 
resolution images.
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Classification of Primary Angle Closure Glaucoma (PACG) 
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Understanding Multimodal

https://huyenchip.com/2023/10/10/multimodal.htm

An example of how 
multimodality can be 
used in healthcare. 
Image from Multimodal 
biomedical AI 

(Acosta et al., Nature 
Medicine 2022)

https://twitter.com/chipro/status/1711970025874321479/photo/1 
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Basic AI



AI vs Machine Learning vs Deep Learning

● Artificial Intelligence (AI) is the concept of 
creating smart intelligent machines. 

● Machine Learning (ML) is a subset of 
artificial intelligence that helps you build 
AI-driven applications. 

● Deep Learning is a subset of machine 
learning that uses vast volumes of data and 
complex algorithms to train a model.
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Forward-Forward Algorithm: Will it replace Backpropagation?





The Illustrated Transformer
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Vision Transformer (ViT)



Panoptic Segmentation



Stuff & things in panoptic segmentation

 Things: In the realm of computer vision, "things" typically refer to objects that 
have well-defined geometry and are countable in an image such as people, 
vehicles, plants, and so on, while

Stuff: "Stuff" is the tag employed to describe objects that lack precise geometry 
but are primarily characterized by their texture and material. They are the 
elements that are difficult to quantify, such as roads, the sky, and other 
backgrounds.







MaX-DeepLab: Dual-Path Transformers for End-to-End 
Panoptic Segmentation
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Segment Anything Model (SAM)

- a new AI model from Meta AI that can "cut out" any object, in any image, with 
a single click



Segment Anything Model (SAM)
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DeepMind Flamingo: A Visual Language Model for 
Few-Shot Learning
Flamingo is a new visual language model (VLM) capable of multimodal tasks like 
captioning, visual dialogue, classification, and visual question answering. As you 
can see, it works rather well:
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Self-Supervised Learning





















Gheini, Mozhdeh, Xiang Ren, and Jonathan May. "Cross-attention is all you need: Adapting pretrained transformers for 
machine translation." arXiv preprint arXiv:2104.08771 (2021).
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An Overview of the GPT-4 Architecture and Capabilities of 
Next-Generation AI
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An Overview of the GPT-4 Architecture and Capabilities of 
Next-Generation AI
GPT-4 is a new language model created by OpenAI that 
is a large multimodal that can accept image and text 
inputs and emit outputs. It exhibits human-level 
performance on various professional and academic 
benchmarks.

** Generative Pre-trained Transformers

- Multimodal technology refers to systems that can 
process and integrate multiple types of inputs and 
outputs, such as text, speech, image, video, gesture, 
etc. Multimodal systems can enable more natural 
and efficient human-computer interactions



Types of ML / NLP Papers
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