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Metrics and Evaluation

Illustration of core biases and mitigation in
Thai political stance detection by LLMs.

Dataset

Source: short Thai texts about Thai political figures
(2023–2025).
Main entities: prime-minister candidates (2023) and
former prime ministers.
Balanced: 90 texts per entity (270 total), with balanced
stance and sentiment.
Labels: Stance (Support/Against/Neutral), Sentiment
(Positive/Negative/Neutral), Rationale, Bias markers.
*Quality control by native annotators with
adjudication.

We introduce ThaiFACTUAL: a post-hoc, model-agnostic calibration framework
that adjusts LLM outputs without fine-tuning the base model.

ThaiFACTUAL Calibration Framework:
Counterfactual Augmentation: Generates alternate versions of input with swapped entities or
altered sentiment, reducing bias from non-causal factors.
Rationale-based Supervision: Encourages the model to generate explanations for its stance
predictions, improving causal inference.

Methodology

Predict → Run the LLM directly on the input
text to obtain the initial stance.
Counterfactual Pairing → Create a variant by
swapping political entities while keeping tone
fixed, removing the sentiment–stance shortcut.
Rationale Calibration → Use neutral rationales
and counterfactual pairs to train a lightweight
calibrator that refines stance predictions.
Outcome → Achieves debiased stance detection
by mitigating sentiment leakage and entity bias
without altering base LLMs parameters.
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Biases in LLMs (Case Study)
Sentiment-Stance Entanglement: Positive sentiment often correlates
with a supportive stance, leading to incorrect predictions.
Entity Bias: Political figures like Paetongtarn or Thaksin are unfairly
associated with particular stances due to model training on biased data.


