
MARS : Mask Attention Refinement with Sequential 
Quadtree Nodes for Car Damage Instance Segmentation
Teerapong Panboonyuen  , Naphat Nithisopa  ,  Laphonchai Jirachuphun  , 
Panin Pienroj  ,Chaiwasut Watthanasirikrit  , and Naruepon Pornwiriyakul

*1 1

2

2

11

contact@marssolution.io

MARS Motor AI Recognition Solution, Bangkok, Thailand 1

OZT Robotics, Bangkok, Thailand2

SCAN
ME

What happened in evaluating car damages 
in Thailand?

Evaluation of car damages in Thailand from an accident is a 
critical aspect of the car insurance business.

Our method, MARS, was extensively evaluated on the Thai car
damage benchmark using quantitative and qualitative analysis.

The accuracy of the damage assessment is crucial in ensuring 
a fair payout to the policyholder and avoiding fraudulent claims.
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Experiments and Analysis

Results

Improving Model Design with MARS

Use self-attention with sequential quadtree nodes in our framework.
Modify the relative positional encoding to encode information.

This table shows qualitative comparisons on the Thai car damage 
dataset, where our MARS produces masks with substantially higher 
precision and quality than previous SOTA methods.
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Comparison with SOTA 
MARS utilizes a technique to predict masks that provide 
significantly more detailed information around the 
edges of objects.
Our method, MARS, outperforms existing SOTA methods on the 
Thai car damage dataset.

MARS operates in the detected incoherent regions. 
Since it operates on feature points on the constructed 
quadtree, not in a uniform grid, we design a transformer 
architecture that jointly processes allincoherent nodes 
in all quadtree levels.


